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1 Introduction

In the early years of data mining and knowledge discovery in databases, method develop-
ment focused on rigidly and plainly structured data. Most often efforts were even confined
to data that can be represented as a simple table, which describes a set of sample cases by
attribute-value pairs. Recent years, however, have seen a constantly growing interest in
the analysis of more complex data, with a less rigid and/or more sophisticated structure.

In this development, two foci of attention can be identified: text document analysis and
graph mining. The former tries to extract the rich information available in text documents
like news articles, scientific papers, or blog posts, in order to make this information more
easily accessible, to group related documents and rank them, and even to generate digests
for more effective and efficient browsing [17]. The main problems in this area stem from
the need to deal with natural language, which, due to its amazing variability and flexibility
of expressing similar or even the same meaning in vastly differing ways and with different
words, poses severe obstacles to linking the subjects of different documents automatically.
Nevertheless, statistical approaches, which model texts as a so-called bags of words and
rely mainly on term frequencies and their distribution in a collection of documents, have
led to impressive results. More sophisticated approaches exploit lexical databases like
WordNet [18] to resolve ambiguities and to deal with hyponyms and hypernyms.

The other area, graph mining, enjoys an increasing popularity due to two reasons: in the
first place, a lot of data naturally comes in the form of graphs. Whether we deal with
molecules, protein interaction networks, metabolic networks, the Internet and world wide
web, co-author networks, social networks, etc., the corresponding data clearly describes
a graph with nodes and edges. Secondly, basically all n to m relationships in a relational
database can fairly naturally be represented or interpreted as a graph, thus making graphs
a natural tool to analyze single- as well as multi-relational data. Examples are customer
and product databases (containing information about who bought what), which are easily
cast as a bipartite graph, or collaborative (or social) tagging systems, the data of which
can conveniently be modeled as tripartite graphs of users, resources, and tags.

In this paper I try to give an overview of some of the main tasks and techniques of dif-
ferent subareas of graph mining. However, although I try to cover the core ideas in each
of the subareas, I will provide a somewhat more detailed treatment only for the special
task of frequent subgraph mining, which is my personal area of expertise. Apart from
frequent subgraph mining (Section 6), I review the tasks of identifying global graph pat-
terns (Section 2), classifying graphs (Section 3), predicting the labels of nodes and edges
(Section 4), and predicting new or yet unknown links (Section 5).



2 Global Graph Patterns

Global graph patterns are similar in spirit to the characteristic measures used in descriptive
statistics (like mean, variance, skew, etc.) or to the state variables used in thermodynam-
ics (like pressure, temperature, energy, entropy, etc.). That is, they serve the purpose
of characterizing complex graphs with few quantities, mainly with one of the following
three goals: (1) find properties that distinguish real-world graphs from random graphs,
(2) detect anomalies in a given graph, and (3) generate synthetic, but realistic graphs.

The seminal work in this area is the small-world network model [49], which introduced
formal properties (specifically average path length and clustering coefficient, see below)
to capture the small-world phenomenon that was observed in social networks [38, 45].
These properties made it possible to contrast real-world graphs to random graphs built
with the Erdös–Rényi model [16] (edges occur independently with equal probability).
The most common global graph properties in use nowadays are the following [8]:

Power laws. In many real-world graphs, many nodes have few connections, while only
few nodes have a large number of connections. This can be expressed formally with a
power law distribution for the degree x of the nodes: p(x) = ax−b where a > 0, b > 1
(needed so that the density can be normalized), and x ≥ xmin. Graphs exhibiting a power
law degree distribution are often called scale-free, because the power law y(x) = ax−b is
invariant up to a multiplicative factor, that is, y(c1x) = c2y(x). The goal of a power law
analysis is usually to find the value of b in order to characterize the graph with a single
number. Power laws have been found to be empirically valid for the degree distribution
of the Internet graph and the in- and out-degree distribution of the World Wide Web.
However, checking for a power law distribution is often done sloppily, e.g., by looking at
a scatter plot. More rigorous testing methods have only recently been developed.

Diameter / average path length. In real-world graphs, two nodes are usually not far
apart in the sense that one can reach the one from the other on a fairly short path. This
property can be captured by several closely related measures: (1) The effective diameter or
eccentricity is the minimum number of hops (hop: following an edge to an adjacent node)
in which some fraction (e.g. 90%) of all connected pairs of nodes can reach each other.
(2) The characteristic path length is computed by taking the average length of the shortest
paths from a given node to every other node, and then taking the median of these values
over all nodes. (3) The average diameter is defined in basically the same way, only that the
mean is computed instead of the median. If the graph is not connected, the characteristic
path length and average diameter are computed only for the largest component. All of
these measures yield fairly small values for a large variety of real-world graphs.

Community structure. A community is a set of nodes where each node is closer to the
other nodes in the community than to nodes outside it. A community exhibits transitivity
in a graph: if a and b are adjacent and b and c are adjacent, then a and c are likely also
connected. This property is formally measured with the clustering coefficient. For a single
node u with nu neighbors, between which ki edges exist, the clustering coefficient C(u)
is defined as ki/ni if ni > 1 and 0 otherwise. A global clustering coefficient is computed
by simple averaging: C = 1

|U |
∑

u∈U C(u). Alternatively, the clustering coefficient can be
defined by drawing on the insight that transitivity occurs if triangles exist in the graph.
Therefore one may define C = (3 · number of triangles) / number of connected triples,
where a connected triple is any subgraph with three nodes and two edges. In this form
C measures the fraction of connected triples that actually form triangles.



3 Graph Classification

In machine learning, classification is generally the task of predicting the label of an input
object, and therefore graph classification is the task of predicting the label of an input
graph. For example, we may want to predict the function of a protein [6] or whether
a given molecule will be bioactive (that is, for example, will inhibit the growth of can-
cer cells). In statistics, however, classification is the task of placing given objects into
groups—a task commonly called clustering in machine learning—and thus graph classi-
fication may also refer to graph clustering. Here we consider both tasks.

The most straightforward approach to graph classification (in either of the abovemen-
tioned meanings) is to reduce it by feature extraction to the task of classifying or group-
ing vectors of attribute-value pairs. That is, rather than capturing the actual structure of
a graph, it is described by attributes that are derived from its structure and/or from the
labels that may be associated with its nodes or its edges or with both. For example, a
graph may be described by how many triangles it contains, by how many edges between
nodes having a given label exist in it, of how many connected components it consists etc.
Depending on how many different node and/or edge labels as well as specific substruc-
tures are considered, a graph may thus be described a huge number of attributes. This is
also the main drawback of this approach: it is usually difficult to find the right features,
so that a classical attribute-value based classifier can yield good results.

As a consequence, an alternative approach has gained increasing popularity, which fo-
cuses on graph similarity as a central problem for clustering and classification. The core
idea is that classifiers like, for example, support vector machines require only a similarity
measure that satisfies certain properties, and many clustering algorithms are able to work
on a mere distance or similarity matrix as input. In such an approach the similarity of
two graphs is computed with so-called graph kernels, where a kernel is generally a mea-
sure of similarity that is symmetric and positive semi-definite. The basic idea of graph
kernels is to compare substructures that are traversable in polynomial time (like walks,
paths, cyclic patterns, trees, etc.), where this restriction is meant to ensure that the kernel
function can be evaluated in reasonable time. In contrast to this, more rigid approaches
based, for instance, on maximum common subgraphs suffer from being NP-hard.

Since the seminal work [21], many different types of graph kernels have been designed,
including so-called marginalized graph kernels [28, 29], subtree kernels [46], and rational
kernels [10]. Good overviews, providing also a generalized view, can be found in [23, 48].
Here I focus on the concepts underlying random walk kernels [22], which are based on
the following idea: if we consider the possible walks (paths) between two nodes, it is
plausible that the two graphs are similar if, for most pairs of nodes, many walks are
matching, so we simply count the number of matching walks. However, in order to ensure
convergence, it is advisable to discount longer paths (i.e., give them a lower weight).

Technically, not all possible walks (paths) are considered, but a random sample, hence
the name random walk kernel. Technically, the kernel is computed on the product graph
of two given graphs G1 and G2, which consists of pairs of identically labeled nodes and
edges from G1 and G2. The reason is that a random walk on the product graph is equiva-
lent to simultaneous random walks on the input graphs. The kernel is then defined as

k(G1, G2) =
1

|G1||G2|
∑
k

λk

k!
~e>Ak

×~e,



where |Gi| is the number of nodes of graph Gi, ~e encodes a probability distribution on
the nodes, which may be chosen as the uniform distribution, A× is the adjacency matrix
of the product graph, and λk/k! is the discounting factor. The main problem with such an
approach is that the product graph, and thus its adjacency matrix, is huge. However, with
certain technical tricks the computation can be made feasible and efficient [47].

4 Label Prediction

Label prediction is a semi-supervised learning problem, also called within-network clas-
sification, which consists in the task to classify the nodes (and maybe also the edges) of a
partly labeled graph (that is, to assign labels to them). Solutions to this problem have ap-
plications in image processing (i.e. classify the nodes of an image graph), document and
web page classification, classifying protein interaction and gene expression data, part-of-
speech tagging, fraud detection, customer suggestions and many other areas.

Many existing methods for label prediction are proximity-based: missing labels are in-
ferred based on the hypothesis that linked or nearby nodes are likely to have the same
labels [7, 20]. This hypothesis is also known as homophily (i.e., love of the same) and
describes the tendency of individuals to associate and bond with similar others. Thus it is
not surprising that these approaches work fairly well in social networks.

A similar approach is based on random walk kernels, similar to those for graphs [31]: it is
plausible that two nodes are similar if they are connected by many walks. Long walks are
discounted (receive a lower weight) in order to deal with the fact that the number of walks
goes to infinity if the graph has cycles. Formally, walks are computed by taking powers of
adjacency matrix A: [Ak]ij = c means that there are c paths of length k between nodes i
and j. The kernel can then be defined as

k(i, j) =

[∑
k

λk

k!
Ak

]
ij

,

where λk/k! is the discounting factor with which a lower weight is assigned to longer
walks. As an alternative, the kernel may be computed from the Laplacian matrix instead of
the adjacency matrix. In this case it is known as a diffusion kernel and has been shown to
be a valid positive semi-definite kernel. In both cases, however, the kernel is not evaluated
for all paths, but only for a random sample; hence the name random walk kernel.

Unfortunately, the homophily assumption fails for many types of graphs, including trad-
ing networks, molecules, metabolic networks, etc. As an alternative to a homophily-based
approach, such graphs can be handled with approaches based on the similarity of nodes,
which can also be computed with kernel-like approaches, for example, with a marginal-
ized similarity kernel [14]. In this approach random walks from two given nodes are
compared in order to determine their similarity. Similar to the approach to graph kernels,
two nodes are considered to be the more similar, the more matching walks start at them.

In all of these approaches it is important that the node labels should be inferred simul-
taneously instead of individually—a technique known as collective classification. This
can be achieved in different ways, for example by iterative classification, which crisply
assigns labels, or by learning the joint probability distribution of the labels. The latter can
be achieved exactly using Markov Random fields and their extensions, or approximately
e.g. by Gibbs sampling, but also by relaxation labeling or loopy belief propagation.



5 Link Prediction

Link prediction is the problem to predict between which nodes, which are unconnected in
the current state of a graph, a new link (edge) will emerge or will be discovered. Solutions
to this problem have applications in social network analysis (e.g.: which authors are likely
to write a paper together soon?), web page improvement (e.g.: which references between
web pages—for example: in Wikipedia—are missing?), and biological networks (e.g.:
which protein interaction is not yet known, but may be discovered soon?).

The seminal work in this area considered co-author networks and tried to predict from a
snapshot of a co-author graph which people, who did not work together in the past, would
co-author a paper soon after the snapshot was taken [35]. More specifically, it was inves-
tigated how well topological and proximity measures for the nodes of a co-author graph
are suited to predict emerging links between authors. Formally, each measure produces a
ranked list of edges. Given the number n of edges that actually emerged, it is determined
how many of these edges are among the top n edges of the ranked list.

The employed measures draw on ideas that already showed up in previous sections: they
are either based on the direct neighbors and specifically the common neighbors of two
unconnected nodes under consideration, or on the existing paths (walks) between nodes.
Among the former are: (1) the simple number of common neighbors |N(x)∩N(y)|, where
N(·) denotes the set of neighbors of a node; (2) the Jaccard coefficient of the common
neighbors, that is, J(x, y) = |N(x)∩N(y)|/|N(x)∪N(y)|; (3) the Adamic/Adar measure
[1], in which common neighbors z are weighted with 1/ log(|N(z)|), that is, common
neighbors with many neighbors contribute little weight; and (4) preferential attachment,
which encodes the principle that nodes with many neighbors are more likely to get another
neighbor than nodes with few neighbors, formalized as |N(x)||N(y)|. Among the latter
(i.e. measures based on paths between the nodes) are: (1) the (negated) length of the
shortest path; (2) the unweighted Katz measure [30], which sums over all paths between
two nodes, discounting or dampening longer paths with a factor βk where k is the path
length; (3) the weighted Katz measure [30], which instead of simply counting the edges
to determine the path length weights them with the number of existing co-authorships;
(4) the hitting time, which is the expected number of steps of a random walk from one
node to the other; (5) the commute time, which is the symmetrized hitting time; (6) the
rooted PageRank [41], which is the stationary distribution weight of the node y under the
following random walk: with probability α, jump to node x and with probability 1−α, go
to random neighbor of the current node; and (7) the SimRank [27], which is recursively
defined as two nodes being similar to the extent that they are joined to similar neighbors.

Experiments showed that basically all measures improve significantly over a random pre-
diction, in which each non-existent edge has the same probability of emerging. Especially
the Katz measures perform consistently well, but also simple measures like the number
of common neighbors and the Adamic/Adar measure yield surprisingly good results.

The idea has been transferred to biological networks, where the task is to predict links that
exist, but are not yet known [43]. The prediction is evaluated by comparing the predicted
links to links that were discovered (with other, i.e., biological means) later.

Newer approaches to link prediction are based on the algebraic spectrum of a graph, which
generalizes many graph kernels [33]. Note also that label prediction approaches that are
based on proximity or node similarity can easily be transferred to link prediction.



6 Frequent Subgraph Mining

In analogy to the well-known task of frequent item set mining, with which item sets
are found that are contained in a sufficiently large number of transactions of a given
database (as specified by a user-provided minimum support), frequent subgraph mining
tries to find (sub)graphs that are contained in a sufficiently large number of (attributed or
labeled) graphs of a given graph database. Since the advent of this research area around
the turn of the millennium, several clever algorithms for frequent subgraph mining have
been developed. Some of them rely on principles from inductive logic programming
and describe the graph structure by logical expressions [19]. However, the vast majority
transfers techniques developed originally for frequent item set mining. Examples include
MolFea [32], FSG [34], MoSS/MoFa [3], gSpan [50], CloseGraph [51], FFSM [26], and
Gaston [39, 40]. A related, but slightly different approach is used in Subdue [11], which is
geared towards graph compression with common subgraphs rather than frequent subgraph
mining. An overview of several methods and related problems can be found in [12].

6.1 Motivation: Molecular Fragment Mining

Developing a new drug can take ten to twelve years (from the choice of the target to the
introduction into the market) and the duration of the development process even increases
continuously. At the same time the number of substances under development has gone
down drastically. The reasons for these trends are raised safety standards for (new) drugs
and the fact that due to rising research investments pharmaceutical companies must secure
their market position and competitiveness by only a few, highly successful drugs (like
Aspirin). As a consequence the chances for the development of drugs for target groups
with rare diseases or with special diseases that are most frequent in developing countries
(like AIDS) are considerably reduced, since the expected revenue from such drugs is low.
In order to improve this situation, considerable efforts are devoted to significantly reduce
the development time, by which one hopes to mitigate or even reverse this trend.

One way in which one tries to reduce the drug development time is to try to improve the
discovery and optimization of candidate substances (so-called pharmacophores) and in
particular to enhance the evaluation of high-throughput screening experiments. In such
experiments a large number of potentially useful molecules are tested for activity w.r.t.
some chosen target, for example, whether they are able to protect a human cell against
a certain virus. The result is a database of chemical compounds together with activity
information. An example of such a database is the DTP AIDS Antiviral Screen Database
of the National Cancer Institute [15], in which about 40,000 chemical compounds are
recorded together with a measurement of their ability to protect human CEM cells against
an HIV-1 infection. An (adapted) excerpt from this database is shown in Table 1, where CI
means “confirmed inactive”, CM means “moderately active” (provided reproducibly 50%
protection), and CA means “confirmed active” (provided reproducibly 100% protection).
Molecules are described in the SMILES language (Simplified Molecular Input Line Entry
System), which is a fairly popular description languages for molecules.

Molecular fragment mining is a very useful analysis method for such databases, which is
based on frequent subgraph mining. The main goal is to identify molecular substructures
that are frequent in the active, but rare in the inactive molecules, hoping that such frag-
ments provide insights into what causes the activity. As an example, Figure 1 shows four



737, CI,CN(C)C1=[S+][Zn]2(S1)SC(=[S+]2)N(C)C
2018, CI,N#CC(=CC1=CC=CC=C1)C2=CC=CC=C2
19110,CI,OC1=C2N=C(NC3=CC=CC=C3)SC2=NC=N1
20625,CA,NC(=N)NC1=C(SSC2=C(NC(N)=N)C=CC=C2)C=CC=C1.OS(O)(=O)=O
22318,CI,CCCCN(CCCC)C1=[S+][Cu]2(S1)SC(=[S+]2)N(CCCC)CCCC
24479,CI,C[N+](C)(C)C1=CC2=C(NC3=CC=CC=C3S2)N=N1
55917,CI,O=C(N1CCCC[CH]1C2=CC=CN=C2)C3=CC=CC=C3
64054,CA,CC1=C(SC[C-]2N=C3C=CC=CC3=C(C)[N+]2=O)C=CC=C1
64055,CM,CC1=CC=CC(=C1)SC[C-]2N=C3C=CC=CC3=C(C)[N+]2=O
64057,CA,CC1=C2C=CC=CC2=N[C-](CSC3=NC4=CC=CC=C4S3)[N+]1=O
66151,CI,[O-][N+](=O)C1=CC2=C(C=NN=C2C=C1)N3CC3
...

Table 1: A fraction of the NCI DTP AIDS Antiviral Screen Database in a format in which
the molecules are described in SMILES (Simplified Molecular Input Line Entry System).
Each row consists of an identifier, an activity indicator, and a molecule description.
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Figure 1: Four confirmed active molecules from the NCI DTP AIDS Antiviral Screen
Database (left) and a molecular fragment that is part of all four of them (right).

confirmed active molecules from the DTP AIDS Antiviral Screen Database as well as a
fragment that is common to all of them. This fragment is the characteristic substructure
of a class of substances known as AZT, which are currently used as AIDS medication.

6.2 Notation, Presuppositions, and Problem Definition

Formally, frequent subgraph mining works on a database of labeled graphs (also called
attributed graphs). A labeled graph is a triple G = (V,E, l), where V is the set of
vertices, E ⊆ V × V − {(v, v) | v ∈ V } is the set of edges, and l : V ∪ E → L assigns
labels from some label set L to vertices and edges. The graphs we consider are undirected
and simple (that is, there is at most one edge between two given vertices) and contain no
loops (that is, there are no edges connecting a vertex to itself). However, graphs without
these restrictions (that is, directed graphs, graphs with loops and/or multiple edges) can be
handled as well with properly adapted methods. Note also that several vertices and edges
may carry the same label, which is one core reason for the complexity of the problem.

The support sG(S) of a (sub)graph S w.r.t. a given graph database G is the number of
graphs G ∈ G it is contained in. What is meant by a graph being contained in another
is made formally precise by the notion of a subgraph isomorphism. Given two labeled
graphs G = (VG, EG, lG) and S = (VS, ES, lS), a subgraph isomorphism of S to G is



G

S1

f1 : VS1 → VG

S2

f2 : VS2 → VG

g2 : VS2 → VG

N

N
O

O O

O

O

N

N
O

Figure 2: Examples of
subgraph isomorphisms
with two fragments and
a molecule that contains
them in different ways.

an injective function f : VS → VG satisfying (1) ∀v ∈ VS : lS(v) = lG(f(v)) and (2)
∀(u, v) ∈ ES : (f(u), f(v)) ∈ EG∧lS((u, v)) = lG((f(u), f(v))). That is, the mapping f
preserves the connections between vertices and the labels of both vertices and edges.

Note that there may be several ways to map a labeled graph S to a labeled graph G, so
that connections and labels are preserved. For example, G may possess several subgraphs
that are isomorphic to S. It may even be that S can be mapped in several different ways
to the same subgraph of G. This is the case if there exists a subgraph isomorphism of S to
itself (a graph automorphism) that is not the identity. Examples of subgraph isomorphism
w.r.t. a molecule G and two molecular fragments S1 and S2, all of which are modeled as
labeled graphs, are shown in Figure 2. Fragment S2 is contained in several different ways
in molecule G, two of which are indicated. Here, however, we neglect that there may be
several subgraph isomorphism and consider only whether there exists at least one or not.

Given a database G of labeled graphs and a user-specified minimum support smin ∈ IN,
a (sub)graph S is called frequent in G iff sG(S) ≥ smin. The task of frequent subgraph
mining is to identify all subgraphs that are frequent in a given graph database G. However,
the output is usually restricted to connected subgraphs for two reasons: in the first place,
connected subgraphs suffice for most applications. Secondly, restricting the result to con-
nected subgraphs considerably reduces the search space, which otherwise is so huge that
searching it becomes infeasible even for small graph databases.

6.3 Search Space

In order to search for frequent subgraphs, we consider, in analogy to frequent item set
mining, the semi-lattice of subgraphs of the graphs of a given database. That it is only
semi-lattice is due to the fact that there is no natural largest element, since there is no
largest labeled graph for any given label set L. Therefore we use the database graphs
as maximal elements, which, however, are usually not comparable. A Hasse diagram of
an example semi-lattice, for a simple database of three molecule-like graphs (no chem-
ical meaning attached, to be seen at the bottom) is shown in Figure 3 on the left: two
subgraphs are connected if one possesses an additional edge (and an additional vertex)
compared to the other. The frequent subgraphs are located at the top of this semi-lattice,
thus suggesting a top-down search, just as it is used for frequent item set mining.

Therefore the search for frequent subgraphs consists in growing subgraphs into the graphs
of the given database, step by step adding edges and vertices, until the support falls below
the threshold. Like in frequent item set mining, a core problem of the search is that
the same graph can be reached on different paths, as is easily visible in the subgraph
semi-lattice shown in Figure 3. Hence we face the task to avoid redundant search. The
solution principle is to assign a unique parent to each subgraph, which turns the subgraph
semi-lattice into a subgraph tree. This is illustrated in Figure 3 on the right (the principle
underlying the assignment of unique parents is discussed below, see Section 6.4).
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Figure 3: A semi-lattice of subgraphs for three molecule graphs, to be seen at the bottom
(left) and an assignment of unique parents, which turns the semi-lattice into a tree (right).

With a unique parent for each subgraph, we can carry out the search for frequent sub-
graphs according to the following simple recursive scheme: in a base loop, all possible
vertex labels are traversed (their unique parent is the empty graph). All vertex labels (and
thus all single vertex subgraphs) that are frequent are processed recursively. A given fre-
quent subgraph S is processed recursively by forming all possible extensions R of S by
a single edge (also adding a vertex except when the edge closes a cycle), for which S
is the chosen unique parent. All such extensions R that are frequent (that is, for which
sG(R) ≥ smin) are processed recursively, while infrequent extensions are discarded.

6.4 Canonical Forms of Graphs

In the search for frequent item sets it is trivial to assign unique parents, namely by choos-
ing an (arbitrary, but fixed) order of the items and defining the parent of an item set as the
set that results if its maximum element w.r.t. this chosen order is removed. Unfortunately,
in the search for frequent subgraphs ordering the labels in the set L, though also necessary,
is not enough. The reason is mainly that several vertices (and several edges) may carry
the same label. Hence the labels do not uniquely identify a vertex, thus rendering it im-
possible to describe the graph structure solely with these labels. We rather have to endow
each vertex with a unique identifier (usually a number), so that we can unambiguously
specify the edges of the graph and which of them has to be removed to obtain the parent.

Given an assignment of unique vertex identifiers, we can describe a graph with a code
word, which specifies the vertex and edge labels and the connection structure, and from
which the graph can be reconstructed. Of course, the form of this code word depends on
the employed numbering of the vertices: each numbering leads to a different code word.
In order to single out one of these code words as the so-called canonical code word, we
simply select the lexicographically smallest (or largest) code word.

With canonical code words, we can easily define unique parents: the canonical code word
of a (sub)graph S is obtained from a specific numbering of its vertices and thus also fixes
(maybe with some additional stipulation) an order of its edges. By removing the last edge
in this order, which is not a bridge or which is incident to at least one vertex with degree 1
(which is then also removed), we obtain a connected graph that is exactly one level up in
the semi-lattice of subgraphs and thus may be chosen as the unique parent of S.

Technically, canonical code words for graphs can either be based on a systematic way of
constructing a spanning tree [50, 4] or on (extended) adjacency matrices [36]. Here we
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Figure 4: Spanning trees for an example graph, vertex numberings that have been derived
from them with depth-first or breadth-first traversal, and the corresponding code words.

consider only the former: starting at an arbitrary vertex, a spanning tree of a given graph
is formed either by a depth-first or by a breadth-first search. The vertices of the graph
are numbered in the order in which they are visited and are thus endowed with unique
identifiers. A code word is then formed by appending edge descriptions to a single letter
stating the label of the root vertex, thus yielding the following general code words:

depth-first: a (id is b a)
m

breadth-first: a (is b a id)
m (or a (is id b a)

m),

where is and id are the source and destination index of the incident vertices (using the
convention that the incident vertex with the smaller index is the source), b is an edge label,
a is a vertex label, and m is the number of edges. The edge descriptions are generally
listed in the order in which the edges are visited in the spanning tree traversal. However,
for both depth-first and breadth-first this can also be described by a sorting order on the
edge descriptions, specified by a precedence order of their elements for comparisons,
which is given in the above regular expressions by the order in which the elements are
listed. All elements are compared ascendingly, with the exception of the source index in
the depth-first case, which is compared descendingly (indicated by the underscore).

As an illustration, Figure 4 shows an example molecule and two spanning trees, in which
the vertices are numbered in the order in which they are visited by a depth-first (A) or
breadth-first search (B). The resulting code words are shown at the bottom of the figure.
It is not difficult to verify that these code words are actually the lexicographically smallest
code words that can result from different choices of the root vertex and different ways of
forming the spanning trees. (Even though the general traversal order is fixed, there is
no a-priori rule in which order to visit the neighbors of a vertex.) Therefore they are
the canonical code words for these graphs, for these two specific code word construction
methods. As a consequence, we see that the parent of the example molecule w.r.t. a depth-
first code word is the graph in which the edge between sulfur and carbon is missing, while
the parent w.r.t. a breadth-first code word is the graph in which the double bond is missing.

Constructing a canonical code word, or testing whether a given code word is canonical, is
done by recursively enumerating (prefixes of) all possible code words (see [4] for details).
However, the above canonical forms possess the prefix property: any prefix of a canonical
code word is a canonical code word itself. This property simplifies the search: code
words of extensions can be formed by simply appending the description of the added
edge to the canonical code word of the (sub)graph that is extended. If the result is a



canonical code word, the extension was created from the correct parent, otherwise it is
to be discarded. Furthermore, this possibility enables us to determine in many cases with
very simple checks whether the result of an extension is canonical and thus whether it has
been created from the correct parent [4]. Unfortunately, though, these simple rules are
reliable only if they state the the result is not canonical. Otherwise a full canonical form
test is needed in order to be sure that an extension needs to be processed.

6.5 Search Algorithms

The basic search scheme was already outlined in Section 6.3. Nevertheless many different
concrete approaches are possible, for example, depending on the order in which the two
properties are tested that an extended graph must have in order to be processed recursively:
it must have been created from the correct parent (which is determined with the help of
a canonical form test) and it must have at least the minimum support. Which property is
easier or faster to test may determine the order in which they are tested.

In addition, one can consider two possible ways of forming possible extensions of a given
graph. The first method records all occurrences of a subgraph to extend and checks what
extensions are actually possible in the database graphs. In this case the support of each
extension is readily available and thus checked first against the minimum support. Only
for those extensions that satisfy the minimum support requirement a canonical form test
is carried out. Alternatively, the possible extensions may be determined from general in-
formation about the database of graphs, like which edge labels occur together with which
vertex labels. In this case the support is not readily available, as one must check in which
database graphs a created extension occurs. As a consequence, it may be advantageous
to check for canonical form first and to compute the support (by subgraph isomorphism
tests on the database graphs) only for those extensions that are canonical. Generally the
first scheme is advantageous if the database graphs have many different labels, because in
this case using only general database information yields too many extensions. In database
with few or even no labels, however, the second scheme is preferable, because it avoids
the storage and computation overhead of maintaining lists of all occurrences [13].

6.6 Other Techniques

Since they are for general graphs, the methods described above are, of course, also appli-
cable to trees and sequences (modeled as chains). However, for these restricted classes
of graphs there exist specialized canonical forms that allow for perfectly reliable simple
rules, so that a costly backtracking check for canonical form can be avoided [9, 40]. Such
a canonical form is even known for the more general class of outerplanar graphs [25].

In the specific area of molecular fragment mining, special methods have been developed to
deal with rings [24, 5] (which chemists often treat as irreducible building blocks), carbon
chains [37] and wild cards [24]. The goal of these approaches is to make the output of a
frequent subgraph mining algorithm easier to interpret and more useful for a chemist.

An interesting alternative to a canonical form based search is an enumeration scheme that
stores part of the subgraph lattice together with certain transformations in order to avoid
redundant search and to achieve polynomial delay in the enumeration [42].



7 Outlook

Similar to recent developments in other areas of data mining, there is currently a strong
shift of focus towards dynamic aspects of graphs, that is, towards change mining on graph
databases, which are observed over time. This includes, for example, global graph pat-
terns in evolving graphs like the densification power law and shrinking diameters [8] as
well as graph evolution rules [2], but also link prediction (see Section 5).

For applications, it appears to be mandatory to include (more) background knowledge into
the mining process, especially in frequent subgraph mining. Without problem-specific
chemical, biological, social etc. background knowledge, it seems infeasible to restrict
the huge search space to the relevant part and to reduce the output from simply frequent
subgraphs to the actually interesting and useful ones.
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